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The theoretical and analytical treatment of 

what Pearson (1897) called "spurious correla- 

tion" has import in and of itself. However, to 

illustrate its impact upon actual research appli- 
cations is the intent of this paper. Lacking 

empirical antecedents showing the practical 

implications of spurious correlation, the mathe- 

matics of spurious correlation is but an aca- 

demic exercise. This paper presents examples 

which clearly illustrate that research models 
which contain deflated variables (whether called 

percentages, ratios or per capita measures) are 

not inconsequential or transparent data trans- 

formations. It will be shown that deflation 

does change the assumptions about the model an 

investigator is using. 
The first section of the paper contains a 

brief introduction of the mathematics of the 
spurious correlation, of which a detailed treat- 
ment may be found in Prather (1975). The next 

section consists of a collection of empirical 
examples of how ratio variables have been dealt 

with in the social sciences. Schuessler (1974) 

describes the way ratio variables are used in 
social research, but this paper aims at looking 
beyond correlation of variables pairs, toward 

analyzing the model specification process, i.e., 

the role of ratio variables in the structure of 

the analytic approaches often employed by social 
scientists. 

CALCULUS OF SPURIOUS CORRELATION 
The "spurious" correlation question, as 

developed by Pearson (1897), was that, given 
a X/Z 
b = Y/Z 

and even if X, Y, and Z are stochastically in- 

dependent, then, 

E(rab) # O. 

This non -zero expected correlation has troubled 
observors in the decades since Pearson's exposi- 
tion, and the practical import of spurious cor- 
relation has often been debated without satis- 
factory resolution. 

It is the thesis of this paper that spurious 
correlation is a result of poor statistical 
model construction. The specification of linear 
models to include nonlinear, multiplicative vari- 
ables expressed as ratios, percentages, or per 

capita measures is often not the product of 
theoretical demands, but rather a lack of appre- 
ciation for the purpose of the linear model. 
Thus, the remainder of this section focuses upon 
the deflation question from the least squares 
(regression) perspective. 

The use of analysis models with deflated 
variables is found throughout social science 
literature. The models most frequently employed 
take a form similar to the following: 

Y/Z = a + b 1 X1 /Z + + bn Xn /Z + e/Z (1) 

where Y, Xl, . . Xn and Z are fixed measures 
and e is random. If equation (1) is expressed in 
its undeflated form, then: 

Y = a Z + bl Xi + . . . + bn Xn + u. (2) 

It is noted that equation (2) lacks a constant 
term. If the aim is to correct for a disturbance 
term with a multiplicative factor, i.e., e u /Z, 
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then the deflation of (2) to yield (1) will 
result in best, linear unbiased estimators 
(BLUE), given that the other assumptions of the 
linear model are met (Johnston, 1972, p. 122). 
If the problem is that Var (u) = then the 
more reasonable deflated equation would be, 
Y/Z = A/Z + bl X1 /Z + . ..+ bn Xn /Z + e /Z. (3) 

This specification is given by Johnston (1972, 

p. 216) to correct for heteroscedastic disturb- 
ances. Belsley (1974) has noted that the care- 
less specification of the constant term, such as 
found in (1) can lead to inefficient, if not 
biased, estimators. Also, if the measures Y, 
X's and Z are stochastically independent, the b's 
will not have expected values of zero, i.e., 
E(bl), . E(bn) O. However, in equation 
(2) the null values for the b's would be zero 
(Prather, 1975). 

Deflation may be viewed as an application of 
generalized least squares (GLS) or, more speci- 
fically, the type of GLS labelled weighted least 
squares. Equation (3) is in the form of GLS, 
where the deflation is for purposes of developing 
efficient estimators for equation (21. Belsley 
(1972) argues that if Var (u) Z , then de- 
flation is not appropriate in that it will result 
in inefficient estimators if Z is fixed, and if 

Z is random, then spurious (bias) correlation is 
likely to be introduced. 

There is a debate in the social sciences as 
to whether equation (1) is a structural model (a 

causal model), or just "fitting" an equation. 
The structural equation debate about ratio 
measures is a long standing one that has genera- 
ted more emotional reaction than enlightenment. 
(Freeman and Kronenfeld, 1973; Fugitt and Lieber - 
son, 1974; Schuessler, 1974). It is hoped that 
the following examples will demonstrate that 
deflation used for theoretical reasons is not as 
straightforward as some have maintained. 

EXAMPLES 
Professor Neyman has, for several decades, 

warned researchers of the pitfalls of ratio vari- 
ables: 

In more modern times, spurious methods 
of studying correlations were involved 
in a great variety of empirical research; 
in astronomy, in farm economics, in 
biology, the study of elasticity of 
demand, in the problems of drunkenness 
and crime, of railroad traffic, and of 
racial segregation. On occasion, they 
were used in arguments about public 
policy matters. This applies to the 
health -pollution literature (Neyman, 

1973, p. 31). 

The following examples are presented with the aim 
of noting how deflation impacts on model specifi- 
cation itself. The implicit goal of each of the 
following examples is to increase the cumulative 
knowledge of these fields, freeing them from 
methodological questions of spurious correlation 
which interfere with the substantive pursuits of 
the discipline.' 



Interstate Commerce Commission and Railroad Cost 
Studies. A case where deflation had policy 
implications may be found in the railroad cost 
studies performed for the Interstate Commerce 
Commission (ICC). Neyman (1952) made note of 
these data describing them as a possible example 
of deflated variables that could be misspecified. 
Neyman critiqued (pp. 151 -154) the use of con- 
structing railroad cost models with miles -of- 
track as a deflator. He expressed amazement 
that no one objected to this model. 

It was not until 1972 that Griliches pub- 
lished a critique of deflated equations in cost 
studies. This example emphasizes the importance 
of the deflator used in a railroad cost model. 
Griliches (p. 29) pointed out that "it is very 
difficult to proceed to a discussion of the cor- 
rect measurement of 'percent variable' unless it 
is possible to agree on which percent variable 
one is interested in- -which 'average,' for what 
railroads, and at what traffic density." 

The Griliches analysis reviewed the Cost 
Section's model, which contained these compo- 
nents: total costs (C), total gross ton -miles 
(X), and miles of track (M), the deflator. 

Griliches commented that, "to use deflation to 

eliminate the size component, one must assume 
that miles of road are in fact the relevant size 
measure and that the cost relationship is homo- 
geneous in output and size, i.e., that there are 
no costs which are independent of size" (p. 31). 

The cost section used this model: 
C/M = a + bX /M. (4) 

Griliches noted, however, that this assumed the 
undeflated model to be 

C = + bX. (5) 

But Griliches proposed this model: 
C= +bX +c, (6) 

and by deflating: 

C/M = a + bX /M + /M. (7) 

"The assumptions underlying the Cost Section 
procedure imply that the coefficient is 

'significant' while the coefficient c is insig- 

nificantly different from zero" (p. 32). 

Griliches then fitted the equations using 
data from 97 railroads with the variables which 
are averages for the 1957 -1968 period. The 
standard errors of the estimators for M in equa- 
tions (6) and (7) showed that since the estima- 
tor for M is "insignificant," there is no evi- 
dence that M belongs in the equation. This is 

because the total miles of road variable is a 
poor measure of the "size" of the railroad. 
Obviously, division by an irrelevant variable is 

unneeded. Griliches then considers the problem 
of using deflation for stabilizing transforma- 
tions. "Since the argument for any deflation 
must be made on efficiency grounds, it is not 
unreasonable, other things being equal, to pre- 

fer that procedure which yields the highest 
precision (lowest standard error) in estimating 
the parameter of interest (percent variable)" 
(p. 34). 

Crime and Arrest Data Expressed in Ratios. 

Spurious correlation has involved not just 
simple mathematical relationships, but it also 
has involved the foundations of some research- 

ers' arduous work, combined with their personal 
perceptions. illustration of conceptual 
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needs exceeding a linear model is found in Logan 
(1971a, 1971b, 1972) who studied the relation- 
ship between crime (C), population (P), and 
arrests (A), focusing upon the correlation 

rC /P,A /C Logan spent a whole chapter (pp. 102- 

116) justifying his correlation of ratio vari- 
ables. The correlation rC /P(A/C.C), the Pearson 

formula, and a data simulation were employed. 
Logan wrote: "in summary, the correlations 
obtained between certainty of imprisonment and 
crime rate cannot be explained as spurious, in- 
dexical artifacts" (1971a, p. 111). It is 

interesting that Logan's model is expressed: 
C/P = a + bZ /C + e. 

Note that the variable of prime interest-- crime -- 
cannot be expressed in this model in a manner 
where it does not appear on both sides of the 
equation. If the Logan Model were given as the 
formulation, 

C/P = a/C + bA /C, 
then it could be reexpressed as, 

C2 + aP + bAP. 
This is certainly not what Logan had conceptual- 
ized nor would he be likely to be willing to 
accept such a peculiar model. 
Crime and Population Density. The consequences 
of careless deflation can have policy implica- 
tions contrary to what appropriate analyses might 
imply. An example of this possibility is a re- 
cent newspaper headline -- "Crime Linked to Popu- 
lation Density " -- (Thornton, 1974), which reported 
a study by Kvalseth (1974), to the effect that, 
"the negative relationships between crime rates 
and population density established in the present 
study are highly conclusive and statistically 
significant as determined by both the multivari- 
ate regression analysis and simple correlation 
analysis" (Kvalseth, 1974, p. 31). A look at the 
model used might lead us to doubt his conclusion: 
R/P = a + bA + cA /P + X1 /P + ...+ bn Xn /P + e, 
where robbery incidents (R), square acres (A), 

total population (P) and X's represents addi- 
tional exogenous variables (all deflated) and 
their estimators. The estimator b is always 
negative, and the estimator c is always positive. 
The correlation rA,Jp would be expected to have 
a high value which introduces the problem of 
multicollinearity, as the author noted (p. 34). 

This leads to inefficient estimator variance and 
possibly unstable estimators (Deegan, 1972). 
This may account for the significant t -test of 
the estimator c. Another model used by Kvalseth 
(1974, p. 17), reveals yet another deflation 
problem in which acreage in commercial use (C) is 

found: 
R/P = a + b (A/P) (C /A) + e. 

That expression (A /P) (C /A) equals C/P is obvious, 
simply showing the R2 of .73 with robbery is 
indicative of commercial use being related to 
robberies. However, Kvalseth claims that the 
results ". . . indicate again the substantial in- 
fluence exerted on the robbery rate in an area by 
its population density ." (p. 17). 

The general problem of how to conceptualize 
the role of density in theory building was 
reviewed by Lawrence (1974, p. 712): 

While it is difficult to draw firm 
conclusions from the existing meager 



body of data, the balance of 
evidence appears not to support 
any simple causal relationship 
between density and socio -or 
psychopathology. 

Deflation in Economic Models. 
Applied econometricians have long 
been careless in the way they intro- 
duce deflators into linear models 
(Belsley, 1972, p. 923). 
The economics discipline is as advanced as 

any social science discipline in quantitative 
applications to its models. The economics 
literature supplies a number of examples of how 
many economists deal with the problem of defla- 
ted data. 

A recent exchange of journal communications 
provides an example. This controversy over 
deflation was originated by Sato (1971) who 
criticized an article by Vanek and Studenmund 
(1968) for "spurious correlations [which] arise 
because the equation is divided by a variable 
whose value is much dispersed" (Sato, 1971, p. 

625). Studenmund (1974, p. 497) rebutted that 
'sound' theoretical and econometric reasons 
exist that show that the equational forms . . . 

are not subject to spurious correlations." As a 
further defense, Studenmund cited, from Sato's 
work, a model in the form of equation (3): 

Y/Z a/Z + Y/Z + e /Z. 
Studenmund (p. 497) comments on the Sato model: 
"As can be clearly seen, Sato's equation is -- 

according to his own technique --just as subject 
to spurious correlation as are those of our 
article because both sides of his equation are 
divided by [Z]." Studenmund uses as his refer- 
ence the Kuh and Meyer (1955) work. 

Sato (1974) replied to Studenmund (1974) by 

defending his own model specification and re- 
emphasizing that the Vanek and Studenmund (1968) 

effort was amiss because " . . . as the growth 
rate appears on both sides of the equation, it 

is subject to spurious correlations in a high 
degree" (p. 499). Further, Sato argues that the 

Incremental Capital -Output Ratio (referred to as 
Y/Z above "is a single variable in theory, [but] 

it is derived in fact as a ratio of the invest- 
ment share to the growth rate" (p. 499). Sato 

(p. 500) also argues that Vanek and Studenmund 
have used a deflator that is "largely stochas- 
tic." Sato concluded that "I believe that my 
results do not suffer from spurious correlations 
in spite of the Studenmund argument to the 

contrary" (p. 502). 

In summary, from this exchange, it is 

readily apparent that deflation ear se was not 
causing spurious correlation. Rather, all the 

authors seemed to express little if any aware- 
ness of what deflation does to their models, 
although Sato cites Kuh and Meyer's (1955) 

observation that a random deflator is of more 
concern than one that is non -random. 
Administrative Intensity. In the field of 

management, one area of study that has treated 
the problem of using ratios at length is the 
analysis of administrative intensity (Freeman 
and Kronenfeld, 1973, and Freeman, 1973, p. 761). 

The problem was first noted by Akers and Campbell 
(1970), and Freeman and Kronenfeld devoted an 
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entire article to the problem, calling it one of 
"definitional dependency." The frequently used 
model is that of 

A/T = a + bT + e, 
with numbers of administrators (A) and total 
employees including administrators (T). Infla- 
ting by T, it becomes 

A= aT + bT2 + eT. 
Akers and Campbell looked at the model as being 

In(A) = a + b ln(T) + e. 
They used a sample of 197 national membership 
associations and compared the numbers of staff 
members with the numbers of total members in the 
associations. Their equation was (p. 246) as 

follows: 
1N(A) = 1.974 + .784 ln(T) 

with R2 .686. The authors noted that the 

elasticity (slope) of .784, "fall[s] short of a 
perfect proportional relationship between mem- 
bership and staff size. Staff size increases 
with organizational growth but at a slightly 
decreasing rate" (p. 247). The undeflated data 
was expressed in this equation: 

A = 9.619 + .0012T R2 .692. 

The undeflated model was in need of correction 
for heteroscedasticity, whether through log or 
deflation transformations. Freeman and Kronen- 
feld (p. 119) reviewed the use of the logarithm 
model, but doubted its conceptual rationale. 

The work on administrative intensity by 
Evers, Bohlen and Warren (1976) is an interesting 
case where many types of transformations and 
ratios are used and they result in unexpected 
and most unappealing specifications. However, 
Freeman and Hannan (1975) analyzed organizational 
structure using a model in the form of equation 
(3) with GLS. 

CONCLUSIONS 
If "spurious" correlation were a methodo- 

logical or technical problem, the debate con- 
cerning the subject would have ended decades ago. 
Yet observers, e.g., Sockloff (1976), continue 
to pursue a technical "solution," hoping to 
adjust the Pearson formula of 1897 to yield an 
"exact" measure of the correlation of ratio vari- 
ables. These efforts might be categorized as 
statistical exercises which really cannot answer 
the underlying question of what is the "true" 
correlation. 

The correlation of ratio variables is not 
really a "bivariate" correlation. There are 
three variables in non -linear combinations. The 
constant term of equation (1) must be accounted 
for in one's theoretical and conceptual formula- 
tion. That is, the problem is normative or con- 
ceptual, not statistical. The introduction of 
deflation into a model transforms the model, and 
it is necessary for the researcher to be aware of 
the implications of this transformation. 

There are numerous researchers who would 
strenuously argue that ratio variables are 
"structural" measures, having genuine meaning as 
ratios. Does ear capita income really exist as 
a causal variable? The linear model "fits" 
linear relationships. The implied multiplicative 
functions of ratio variables should be introduced 
into linear models only with the greatest caution. 
When theory requires ratio variables, it is 

advised that the constant term be carefully 



specified and that goodness -of -fit as measured by 
R2 be viewed with caution. Buse (1973) notes 
that the R2 in GLS may be derived in several 
ways --all of which differ from the R2 of OLS. 

If one approach to data analysis is that of 
the "exploratory" mode (recommended by Tukey and 
others) where the objective is to "fit" equations 
using the linear model, then all variables formed 
by division or multiplication should be avoided 
for these reasons: (1) the constant term would 
not be altered; (2) each of the variables can be 
tested (estimated as to their functional rela- 
tionships- -using deflation assumes a proportional 
or non -linear relationship); and because (3) the 
coefficient of determination (R2) is not sub- 
jected to the ambiguity resulting from correla- 
ting ratio variables. 
If heteroscedasticity is thought to be present 
(or is tested for by Harvey's [1976] general 
procedure), then deflation may be a solution for 
achieving efficient estimators. However, the 
double - logarithm transformation deals with this 
source of estimation inefficiency, typically 
better than does deflation (Prather and Hutcheson, 
1976). 

* I wish to thank John D. Hutcheson, Jr., Georgia 
State University, for his helpful comments and 
criticism. 

NOTES: 1) An interesting, but purely historical 
example from the psychology literature is found 
in the debate over the impact of spurious cor- 
relation on the IQ ratio. Relevant studies are 
Thomson and Pinter (1924), Douglass and Huffaker 
(1929), Jackson (1940), DuBois (1948), McNemar 
(1946, p. 136) and Guilford (1965, p. 351). 

Examples of the ratio conundrum in applied 
natural science may be seen in Sutherland (1965) 
who appeared most confused on the question of 
ratio data in experimental research; and Katch 
and Katch (1974) attempted, erroneously, to use 
ratio variables as a form of partial correla- 
tion. 
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